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IntroducƟon 

Assessment serves mulƟple purposes within educaƟon (Brown, Bull and Pendlebury, 2013). 

One of its primary funcƟons is to provide evidence of student learning that accurately 

reflects the efforts of an individual, and clearly demonstrates mastery of their knowledge, 

understanding, and skills. However, recent advances in, and the availability of, generaƟve AI 

technologies mean that such tools now have the potenƟal to be increasingly used by 

students for the compleƟon of their assessments. This necessitates careful consideraƟon of 

assessment design to ensure that where generaƟve AI tools might be used by learners, their 

use is responsible, and the contribuƟon of the individual learner to the work can be clearly 

demonstrated.  

 

Importantly, consideraƟon of the implicaƟons of generaƟve AI technologies should not be 

used to automaƟcally favour one assessment type over another, such as for example the 

increased use of invigilated on-campus examinaƟons, which themselves have both benefits 

and limitaƟons in assessing students’ learning (Buckley, 2023). Instead, this offers a Ɵmely 

opportunity for academic members of staff to consider good assessment design and more 

broadly seek to answer the quesƟons: Why are students are being assessed? To what extent 

are they being assessed? What is being assessed and why? This should be undertaken 

alongside carefully examining how evidence of individual student learning and the 

associated achievement of learning outcomes is being collected at a programme, rather than 

module, level.  

 

ConsideraƟons for assessment design 

Whilst academic staff may not be required to use generaƟve AI technologies within their 

teaching, all must now consider the potenƟal impact upon student learning and assessment. 
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This should be reviewed regularly given the pace at which these tools are developing and 

their likely increasing availability within other mainstream technologies. AddiƟonally, higher 

educaƟon insƟtuƟons are now establishing frameworks that require, or support, their 

students being provided with opportuniƟes to engage with generaƟve AI tools at a range of 

levels throughout their programme of study (University of Birmingham, 2024). This therefore 

presents both opportuniƟes and challenges for the assessment process. 

 

When considering the potenƟal role of generaƟve AI within assessment, a useful starƟng 

point is to determine whether: 

Its use within an assessment is appropriate or encouraged. If so, tasks should be designed 

that promote or require the responsible use of generaƟve AI tools by learners within the 

assessment process. 

Its influence should be limited. That is, an assignment should be designed so that 

generaƟve AI use by learners is less significant. Changes should focus upon either the nature 

of the assessment or the assessment process itself, and addiƟonally by educaƟng students 

on the potenƟal implicaƟons of using generaƟve AI tools upon the development of their own 

knowledge and skills. 

It is not allowable. If the assessment requires the student to demonstrate only individual 

knowledge, understanding and skills, addiƟonal security measures are likely to be required 

to ensure that generaƟve AI tools cannot be used.  

 

Using generaƟve AI technologies to review assessments   

If an assessment has already been designed, it should be reviewed to explore what the 

potenƟal implicaƟons of generaƟve AI technologies might be. One approach is to use 

generaƟve AI tools themselves.  

 

A range of tools are available for this purpose. However, at some universiƟes tools can be 

used where the transfer of user informaƟon and inputs beyond the insƟtuƟon is restricted. 

For example, at the University of Birmingham all staff and registered students have 

insƟtuƟonal access to MicrosoŌ Copilot within Edge, a generaƟve AI powered web chat tool 

that enables free access to GPT-4 and DALL-E 3 within a data protected environment 
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(University of Birmingham, 2024). Other generaƟve AI tools can be used, such as Open AI’s 

ChatGPT, but it is important users are aware that any data uploaded may not be secure and 

could be used to enhance or develop future iteraƟons of these technologies (OpenAI, 2024). 

 

The following approach can be used to explore the extent to which generaƟve AI is able to 

answer, or provide insight into assessments: 

 

 Paste the assignment text into the generaƟve AI tool, checking the syntax, and see 

what it produces as an output. 

 AŌer reviewing the output, provide further text inputs to help fine tune the 

response. This ‘prompt engineering’ helps guide the model towards the kind of 

response being sought – the beƩer the prompt, the more detailed and relevant the 

AI response will be. 

 Try adding a range of further informaƟon: background or context to the assignment, 

sample work, marking guidance, or extracts from course notes, to see if this changes 

the output. Some AI tools allow you to upload whole documents directly. 

 

It is important to review the final output carefully. GeneraƟve AI tools can produce 

responses that on first inspecƟon appear to have the expected structure, but oŌen lack 

essenƟal detail or contain significant factual errors. Responses may also not be 

contextualised, for example to align with the required disciplinary focus of an assessment, or 

the output not prioriƟsed upon the aspects that are most important, such as a criƟcal 

analysis of key ideas as opposed to simply a presentaƟon of the ideas. 

 

It is also worth invesƟng Ɵme in ‘prompt engineering’ (Liu, 2023). By understanding the 

possible generaƟve AI output, the wording or emphasis of the assessment can be modified 

to focus upon aspects where generaƟve AI tools are less successful in their response. 

Similarly, grading criteria should be updated for all assessments to reward the human 

elements required to ensure the submission is at the expected academic level. 
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The vulnerability of assessment to generaƟve AI 

Some assessment formats are inherently more vulnerable to the effects of generaƟve AI 

than others. Table 1 shows a list of some common assessment types and highlights their 

potenƟal vulnerabiliƟes. It includes assessment types that are currently intrinsically more 

resilient to the effects of generaƟve AI tools, and highlights where its current limitaƟons 

might start to become apparent if used within each of the assessment types. 

 

Assessment 

Type 

Risk 

Level 
DescripƟon and IdenƟfiers 

Non-

invigilated 

quizzes and 

tests 

Very 

High 

Quizzes and tests are vulnerable where quesƟons ask students to define or 

reproduce basic disciplinary knowledge. GeneraƟve AI tools can respond very 

effecƟvely to mulƟple choice (closed response) quesƟons based around factual 

recall or basic knowledge applicaƟon and can also provide supporƟng opƟons to 

explain why each opƟon is correct or incorrect. 

Complete at 

home short 

quesƟons 

Very 

High 

Online non-invigilated examinaƟons, which typically contain a significant 

proporƟon of short answer (open response) quesƟons involving the recall of 

knowledge or basic knowledge applicaƟon are also vulnerable. The ability of 

generaƟve AI tools to provide responses in real-Ɵme also negates the effect of 

reducing the period within which the assessment is completed.  

Essays High 

Non-invigilated essays on broad, general, and well-known concepts are 

especially vulnerable to the impacts of generaƟve AI where it can excel at 

presenƟng informaƟon and mimicking wriƟng styles. Whilst generaƟve AI can 

develop essays that may appear consistent and follow a logical structure, they 

can fall short in key areas like developing strong independent arguments, 

analysing and evaluaƟng evidence, establishing connecƟons between ideas, and 

demonstraƟng original thought.  

Technical 

reports 
High 

The risks associated with reports are similar to essays, parƟcularly if focused 

upon well-known topics, examples or issues. The ability of generaƟve AI tools to 

process large amounts of data can lead to reports that appear factually accurate 

but that oŌen lack depth. They might plagiarise exisƟng work by combining 

informaƟon from various sources without truly understanding the underlying 
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concepts or properly ciƟng them. An AI-generated report might present data 

but lack a clear explanaƟon of its significance, the reasoning behind the 

methodologies used, or the limitaƟons of the study and may struggle with the 

crucial aspects of analysis and interpretaƟon. Some generaƟve AI tools can, 

however, facilitate the direct analysis of a dataset or provide compuƟng code.  

Projects and 

dissertaƟons 
High 

The potenƟal risks of generaƟve AI tools for projects and dissertaƟons are 

similar to those for essays and technical reports. Risks can be miƟgated by 

requiring a novel component, either disciplinary or localised, to the work. Most 

at risk are projects and dissertaƟons that form literature reviews or summaries 

of well-known topic areas. 

ReflecƟve 

accounts 
Medium 

ReflecƟve accounts or commentaries, whilst focusing on a student's personal 

learning journey, can be suscepƟble to manipulaƟon by generaƟve AI. One area 

of vulnerability lies in the potenƟal for generaƟve AI to mimic surface-level 

reflecƟon. They can be trained on student reflecƟon examples and may be able 

to generate text that uses appropriate vocabulary and references specific course 

content. However, genuine reflecƟon requires introspecƟon, self-evaluaƟon, 

and a criƟcal analysis of the learning process, aspects that generaƟve AI 

currently struggles to replicate. GeneraƟve AI tools can fabricate experiences or 

learning outcomes, but whilst they can process course materials, they cannot 

replicate the actual experience of grappling with concepts, parƟcipaƟng in 

discussions, or overcoming challenges. An inauthenƟc commentary might 

therefore present a somewhat saniƟsed version of a student’s learning journey 

lacking the genuine struggles and growth that a student would typically be 

expected to describe. 

In-person 

invigilated 

examinaƟons 

Low 

In-person invigilated examinaƟons, where access to third-party materials and 

online materials is typically restricted, are naturally more resilient to the 

potenƟal impacts of generaƟve AI tools than online non-invigilated 

assessments. However, where they include quesƟons requiring the recall of 

knowledge or basic knowledge applicaƟon, students might pre-generate and 

memorise responses to commonly used quesƟon types. The quesƟons used 
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within examinaƟons should therefore be reviewed and refreshed on an annual 

basis. 

Academic 

porƞolios 
Low 

Unlike a single exam or essay, academic porƞolios showcase a collecƟon of 

student work that has been developed over Ɵme. This cumulaƟve aspect makes 

it difficult for AI to develop a porƞolio that is cohesive and reflects an individual 

student's learning journey and development. Further, porƞolios oŌen contain 

diverse materials like creaƟve projects, draŌs with revisions, and 

reflecƟons. This variety challenges current generaƟve AI tools which can 

struggle to adapt to different formats and content types in a coherent 

manner. Porƞolios also oŌen emphasise criƟcal thinking skills like 

selecƟon, curaƟon, and self-reflecƟon. These skills are not easily replicated by 

generaƟve AI, which can struggle to explain the raƟonale behind the chosen 

materials or arƟculate genuine personal growth. 

Scaffolded 

assessments 
Low 

Scaffolded assessment breaks down a complex learning objecƟve into smaller, 

more manageable steps. A scaffolded assessment provides students with a 

staged series of tasks geared towards achieving an overall outcome. Each task is 

accompanied by instrucƟons, support and measures to help check progress and 

enable the development of knowledge, understanding and skills. Unlike a single 

test where generaƟve AI tools might mimic successfully the final answer, 

scaffolded assessments track progress over Ɵme. DraŌs, revisions, reflecƟons, 

and feedback from staff are all part of the evaluaƟve process. These elements 

are challenging for AI to produce as they require genuine understanding and 

adaptaƟon throughout the learning process. Further, scaffolded assessments 

emphasise criƟcal thinking and problem-solving alongside the acquisiƟon of 

knowledge and skills. It is difficult for generaƟve AI to replicate the thought 

process behind a soluƟon or the ability to learn from mistakes, skills that 

become evident through scaffolded tasks, and the interacƟons with staff 

members and fellow students. 

Hybrid 

assessments 
Low 

The strength of hybrid assessments in their defence against generaƟve AI tools 

lies in their diversity. By combining different formats and quesƟon styles, they 

present a more complex challenge for AI, which may struggle to adapt to open 
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ended quesƟons, essays, or pracƟcal tasks. EffecƟve hybrid assessments move 

beyond rote memorisaƟon, to emphasise higher-order thinking skills like 

analysis, problem-solving, and applicaƟon of knowledge in new situaƟons. The 

human component also has a criƟcal role: hybrid assessments oŌen incorporate 

elements that require human interacƟon and judgment, such as presentaƟons, 

individual or panel discussions, or open-ended quesƟoning. 

Interviews or 

oral 

assessments 

Low 

Unlike wriƩen work, interviews and oral presentaƟons rely on dynamic 

interacƟon and human judgment. This makes them more challenging for 

generaƟve AI to exploit. Their key strength is the ability to enable follow-up 

quesƟons and to engage the student in meaningful dialogue about their 

discipline area. GeneraƟve AI struggles to adapt to these dynamic exchanges 

and demonstrate genuine understanding. Furthermore, oral assessments can 

directly evaluate communicaƟon skills and criƟcal thinking in real-Ɵme. These 

are areas where AI tools remain under development, making it difficult to 

convincingly replicate natural human communicaƟon or thought processes.  

PracƟcal 

assessments 
Low 

PracƟcal assessments require students to apply their skills and knowledge in 

real-world seƫngs. GeneraƟve AI struggles with tasks that demand physical 

manipulaƟon, creaƟvity, and real-Ɵme adaptaƟon. Building a prototype, 

conducƟng an experiment, or performing a complex procedure all fall into this 

category. These hands-on acƟviƟes require problem-solving, criƟcal thinking, 

and on-the-go adjustments. Furthermore, pracƟcal assessments oŌen 

encourage originality and showcase a student's unique approach. GeneraƟve AI, 

whose responses are based upon the datasets upon which it has been trained, 

finds it difficult to mimic this level of individual creaƟvity and iniƟaƟve.  

SynopƟc 

assessments 
Low 

SynopƟc assessments, unlike tradiƟonal tests focused on a single topic, require 

students to demonstrate their ability to combine, understand and apply their 

knowledge and skills from across a discipline or a range of modules within their 

programme. GeneraƟve AI typically excels at specific tasks within a single 

domain, and the emphasis on connecƟng ideas across different areas and from 

perhaps diverse sources makes synopƟc assessments much more challenging for 

the tools to successfully respond. Furthermore, synopƟc assessments frequently 
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incorporate open-ended quesƟons or tasks that also require skills in criƟcal 

thinking and analysis. These areas challenge AI, which may struggle to grapple 

with nuanced problems or demonstrate genuine understanding beyond rote 

memorisaƟon.  

Table 1: Assessment formats and their potential vulnerabil ity to generative AI tools. 

MiƟgaƟons to guard against the negaƟve effects of generaƟve AI are possible for all 

assessment types, but some require significantly more work to design and implement by 

academic staff than others. 

 

Designing assessments to miƟgate the influence of generaƟve AI 

tools 

Assessments that are designed to help miƟgate the effects of generaƟve AI will help to 

promote fairness and ensure that outcomes beƩer reflect a student’s own individual 

knowledge and skills. Assessment strategies that promote academic integrity more broadly 

(Holden, Norris, and Kuhlmeier, 2021) can be effecƟve in reducing the ability of students to 

use generaƟve AI tools within their assessments. Similarly, by academic members of staff 

developing an understanding of how generaƟve AI tools behave when prompted, 

assessments can be modified at either a programme or module level to further limit its 

influence. 

Assessment diversity  

A good overall strategy is to include a diversity of assessment types within a programme, as 

assessments that are not text-based are currently less vulnerable to the effects of generaƟve 

AI. More broadly, assessment diversity helps ensure fairness and inclusivity by 

accommodaƟng different learning styles and strengths thereby allowing all students to 

demonstrate their individual knowledge, understanding and skills. SimulaƟng real-world 

tasks helps to facilitate skills development and can make the learning experience appear 

more relevant and authenƟc to students (Villarroel et al., 2018). MulƟple assessments that 

are lower stakes not only help reduce student assessment anxiety, but also allow students to 

receive more diverse feedback to help appraise their own learning performance.  
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There are many different formats of assessment (Habeshaw, Gibbs and Habeshaw, 1993) but 

assessment variety must be designed at a programme level. This is essenƟal to ensure a 

coherent assessment structure for the programme, and that students have sufficient 

opportuniƟes to successfully prepare for, and receive feedback on, the different types of 

assessment they will experience throughout their studies. Care does though need to be 

taken to ensure that increasing assessment diversity does not inadvertently result in 

increased summaƟve assessment loads for students. 

 

SynopƟc assessment  

SynopƟc assessment (ConstanƟnou, 2020), also described in Table 1, requires students to 

demonstrate their understanding of the relaƟonships between the different aspects of their 

course; either across the programme as a whole, or between mulƟple modules. It extends 

beyond assessing only knowledge and understanding, the lower levels of Bloom’s Taxonomy 

(Bloom, 1956), to assessing skills in applicaƟon, analysis and evaluaƟon. It therefore 

promotes deeper and more connected learning, whereby students develop a broader view 

of a subject, and helps beƩer prepare them for the transiƟon to the workplace where there 

is a need to draw upon knowledge from various sources to solve complex real-world 

problems. 

 

Scaffold assessment tasks 

Scaffolded assessments, introduced in Table 1, build upon each other over the course of a 

term or semester, culminaƟng in a single summaƟve grade for a larger and more complex 

piece of work that demonstrates how a student has achieved the intended learning 

outcomes. A scaffolded assessment involves the overall assessment being broken down into 

a linked series of smaller steps. It allows students to build and develop their skills 

incrementally, receive feedback at mulƟple stages to help them appraise their progress and 

improve their work, and beƩer manage their assessment workload thereby reducing stress 

and anxiety. From the perspecƟve of an academic member of staff, it allows familiarity with 

the work of individual students to be gained as the assessment progresses. Box 1 shows how 

a final year, and year-long, project in mathemaƟcs might be scaffolded with a mixture of 
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individual and group-based tasks. Each individual task may contribute a low stakes weighƟng 

towards the final assignment mark.   

 

Learning outcome: Students are able to analyse the historical development of 

a mathemaƟcal topic area, evaluaƟng the significance of individuals to the 

current collecƟve knowledge of the field.  

Final Assessment Task: A 15-page individual wriƩen report. 

 

Task 1: Students idenƟfy a topic area and key individuals responsible for its 

development. A small group presentaƟon is delivered on the contribuƟon of a 

key mathemaƟcal figure and their connected relaƟonships with other 

mathemaƟcians. 

Task 2: A list of key references to support the topic is developed along with a 

short video or audio-based summary of five key works. 

Task 3: Students develop an outline plan or structure for their report which is 

presented to a small peer group. Students are required to provide feedback to 

each other on their plans and each individual student is required to reflect 

upon how they will modify their plan as a result. 

Task 4: Students develop a defined secƟon of their report, for example an 

introducƟon or background, which they submit to an academic member of 

staff for feedback. 

Task 5: Students submit a draŌ of their report for peer and staff member 

feedback. 

Box 1: Scaffolded assessment within a final year project in mathematics.  

 

Assess the process of learning, not only the final output 

OŌen, much of the assessment of whether a student has met the learning outcomes of a 

module is based upon a single piece of work, such as an examinaƟon or a project. Here the 

emphasis changes from assessing only the final output, to assessing the development of the 

student that takes place during the learning process. By evaluaƟng how students engage 

with the process of learning, the strategies and techniques they use, and their reflecƟons 
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upon doing so, it allows insight to be gained into how students think and how their skills and 

abiliƟes to manage their own learning develop with Ɵme. As the emphasis is upon 

evidencing a conƟnual process rather than a single final output, the assessment is much 

more resilient to the effects of generaƟve AI tools which currently find it hard to provide 

evidence of personal growth over longer Ɵmescales. Examples of assessment approaches 

that might be used are shown in Box 2. 

 

Notebooks: Requiring students to keep a notebook detailing the strategies, 

steps and approaches they are using to tackle a problem along with the 

challenges they are experiencing and what, and how, they are learning allows 

the process of inquiry and applicaƟon to be assessed. 

ReflecƟve logs: Similarly, reflecƟve logs, which might be wriƩen or presented 

in mulƟmedia forms, assess the ability of students to reflect upon their 

learning and skills development throughout the process. They help students 

idenƟfy areas they find challenging, how they might address these challenges, 

and where they require further support.  

Sketches and drawings: Sketches and drawings, which generaƟve AI tools 

struggle to create reliably and consistently, can also be used to document 

learning. Examples include sketches of experimental set-ups, graphs, and 

mappings showing connecƟons between ideas. 

Porƞolios: Discussed previously in Table 1, students could be asked to compile 

a porƞolio of material alongside the development of a larger piece of work 

such as a project. For example, a porƞolio might contain collecƟons of 

academic papers, subsequent student analysis of them, and reflecƟons ahead 

of, or immediately aŌer, a supervision session. 

Box 2: Approaches that allow assessment of the learning process 

 

Change where assessment takes place and who is involved 

Assessments that are parƟcularly vulnerable to the effects of the inappropriate use of 

generaƟve AI tools are typically unsupervised. One approach is therefore to incorporate 

more assessments that take place in-class, for example by having students develop a plan for 
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an assessment during a teaching session or working collaboraƟvely with other students on a 

task. Students might be asked to review a case study prior to a teaching session and submit 

their quesƟons in advance. They then either answer the quesƟons or present on the case 

study during the session; this might take place individually or in smaller groups. Whilst this 

may not prevent students iniƟally using generaƟve AI tools, they will need to understand the 

material sufficiently well to present it and answer quesƟons successfully. Research has 

shown that “the least acceptable forms of behaviour are those that disadvantage other 

students” (Ashworth, Bannister and Thorne, 1997, p. 198) and so group-based tasks can also 

be effecƟve in reducing the moƟvaƟons and opportuniƟes for students to engage in the 

inappropriate use of generaƟve AI tools, parƟcularly when students are asked to assess their 

own, and their peers’ contribuƟons. 

 

Add a local or disciplinary context 

Although the ability of generaƟve AI tools to access real-Ɵme informaƟon is improving, there 

remain limitaƟons upon the level of the latest material that they can access. For example, 

many research papers are currently only accessible via an insƟtuƟonal subscripƟon, and 

recent, and quite specific, insƟtuƟonal or disciplinary case studies are unlikely to have been 

widely used within their current training datasets. CreaƟng assessments that are highly 

specific to a subject or insƟtuƟon can not only help enhance student moƟvaƟon and 

engagement with the task but can also limit the ability of generaƟve AI to be used. Students 

might be asked to develop specific course materials, examples or notes, or comment upon 

real or ficƟonal case studies using a course-informed perspecƟve. Assessments might draw 

upon previous modules they have studied, or follow-on from material discussed in teaching 

sessions, for example by encouraging engagement with a discussion board or the 

development of a wiki.  

 

Increase the use of real-Ɵme dialogue and quesƟoning 

Oral assessments (Joughin, 2010) require students to respond in real-Ɵme to a series of 

verbal prompts and so their spontaneous nature not only makes them more resilient to the 

effects of generaƟve AI, but also allows for a more genuine assessment of student 

knowledge, understanding and skills. However, care is needed because whilst they can aid 
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students with their skills development, many find them inƟmidaƟng, and a challenge is 

ensuring fairness when mulƟple assessors are used. The use of oral assessments therefore 

requires appropriate scaffolding over the course of a programme, beginning in a formaƟve 

way. But they can be introduced in informal ways. For example, a conversaƟon following the 

development of a pracƟcal task may take place between a student and an academic member 

of staff, a teaching assistant, or if a clearly defined rubric is available, a fellow student. Whilst 

the viva voce associated with a PhD examinaƟon is a well-known example of an oral 

assessment, other approaches involve the OSCE (Observed Structured Clinical ExaminaƟon), 

which is widely used in medical educaƟon because it allows students to pracƟce and 

demonstrate clinical skills within a standardised medical scenario (Harden, 1988). 

 

Target and reward higher order thinking 

Assessment tasks involving the recall of knowledge or basic knowledge applicaƟon that can 

create the percepƟon of understanding, that is those at the lower levels of Bloom’s 

taxonomy (Bloom, 1956), are highly vulnerable to the effects of generaƟve AI. Tasks that 

assess higher order skills are much more resilient. In addiƟon to assessment approaches 

included within Table 1, pracƟcal assessment tasks might include: (analyse) requiring 

students to parƟcipate in a debate based upon informaƟon contained within a series of 

conflicƟng research studies; (evaluate) asking students to review case studies or examples of 

work, which could be presented in a variety of formats, against defined criteria; or, (creaƟng) 

developing a business plan or markeƟng strategy for an organisaƟon based upon either a 

real dataset or a specifically designed case study. Whilst generaƟve AI tools might offer some 

insight into the tasks at their lower levels, revising marking and grading schemes will ensure 

that where higher-level skills are successfully demonstrated they can be appropriately 

recognised and rewarded. 

 

Be prescripƟve 

For assessment of the lower levels of Bloom’s Taxonomy, which will typically be essenƟal in 

the early stages of an undergraduate programme, being prescripƟve with the format and 

structure assignments can offer some success in miƟgaƟng the effects of inappropriate 

generaƟve AI use. For a wriƩen document, strict word limits and required secƟon structures 
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might be specified within the assignment brief; similarly, the requirement to include user-

generated images with appropriate legends, the use of a parƟcular referencing format, or a 

specific style of wriƟng and treatment of acronyms. 

 

Be formaƟve 

Where assessment is high stakes, the use of generaƟve AI tools by students can 

misrepresent the data relaƟng to their academic performance and progress. However, the 

use of such tools may be far less problemaƟc, or likely, for assessment formats that are 

either lower-stakes, or enƟrely formaƟve, parƟcularly when coupled with high-quality 

feedback that then supports future learning. The increased used of formaƟve assessment 

components can therefore not only enhance student learning, but it allows informaƟon to 

be gathered about whether subsequent student performance in summaƟve assessment 

components is consistent with this earlier work. The use of formaƟve assessment provides 

an ideal opportunity to highlight to students the potenƟal risks to the development of their 

disciplinary knowledge and skills if they become reliant upon the use of generaƟve AI tools, 

or use them inappropriately, as part of their learning experience. 

 

If you can’t beat it – use it: using generaƟve AI tools to enhance the 

assessment process 

Using AI tools successfully, and ethically, will become an increasingly important skill within 

many future careers, and so it is important that students are given opportuniƟes to develop 

this skill naturally within their programmes of study. Where its use within an assignment is 

permiƩed, the parameters surrounding how it can be used must be made clear to students, 

along with how its use within their work should subsequently be cited. If an assessment is 

summaƟve, students should have first had opportuniƟes to engage with its use in similar 

assessments in a more formaƟve way. Students should also be informed of its limitaƟons 

and the ethical issues associated with generaƟve AI use including privacy and data 

consideraƟons; potenƟal for bias; inaccuracy and misrepresentaƟon of informaƟon; ethics 

codes; plagiarism; sustainability; and, exploitaƟon. 
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Table 2 provides examples of how the use of generaƟve AI tools can be incorporated into 

assessments and used by students. This list will inevitably grow as academic staff becoming 

increasingly familiar with such tools and innovaƟve within their teaching. Where generaƟve 

AI is used to create resources or materials, it is important these are checked carefully prior 

to their release. 

 

Ask students to review 

and grade generaƟve 

AI outputs 

For wriƩen outputs, students can criƟque the response provided by generaƟve 

AI tools. This might involve assessing the accuracy of the output, its strengths 

and limitaƟons, the expected or missing features, areas where further 

informaƟon or detail is needed, and the validity of any references. The required 

use of a grading scheme to assess the output will help students develop their 

own skills in academic wriƟng.  

Ask students to modify 

generaƟve AI outputs 

A natural extension is to ask students to modify the outputs from generaƟve AI 

tools; where text-based tools are used this could be via track-changes, but 

annotated correcƟons could be made for mathemaƟcal or scienƟfic disciplines. 

The fact that such tools are prone to errors and misconcepƟons, which can 

someƟmes be quite subtle, presents an opportunity to help students learn and 

develop their understanding of topic areas, as well as enhancing their wider 

skills development.  

Gain feedback prior to 

submission 

Students can be encouraged to use generaƟve AI to provide feedback on iniƟal 

draŌs of their work. They might then be asked to develop a plan of how they 

intend to respond to the AI generated feedback or to highlight where, and why, 

they disagree with it. This can form a useful exercise in helping students 

understand the nature of feedback and how to use it effecƟvely to enhance their 

learning. 

CreaƟon of case 

studies or datasets 

GeneraƟve AI offers the potenƟal for academic staff to create more personalised 

learning resources quickly and at scale. For example, it is possible to create 

mulƟple case studies, all different but based upon a common theme or 

underpinning structure, which can then be used by individual students. Similarly, 

generaƟve AI tools can be used to create individualised qualitaƟve and 

quanƟtaƟve datasets for subsequent student analysis.  
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Data analysis 

Some generaƟve AI tools offer powerful data analysis capabiliƟes. Students 

might be encouraged to use such tools to perform an iniƟal analysis and asked to 

explore how this compares with their own subsequent analysis. Where there are 

differences, these can then be explored in depth. 

Research: Literature 

reviews 

GeneraƟve AI tools might be used by students to analyse and/or synthesise one, 

or more research papers, case studies, or more extensive reports. Students 

could be asked to review the resulƟng output to explore whether the expected 

key ideas and themes are included. Students might cross reference the 

generaƟve AI output with their own analysis/synthesis to idenƟfy similariƟes and 

differences, or use it to idenƟfy further literature sources to consider within 

their work.  

Research: Developing 

and refining research 

quesƟons 

Following on from an analysis of key literature, students might be asked to use 

generaƟve AI tools to idenƟfy and develop related research quesƟons for their 

own projects and dissertaƟons which they can subsequently refine. Such tools 

might be used to help create the structure and unique focus of their subsequent 

work or to idenƟfy key terms or ideas requiring further research. 

Image creaƟon 

GeneraƟve AI tools can be used to add more creaƟve or visual elements, such as 

audio or video, to a piece of work. Examples might include creaƟng concept 

maps that define the relaƟonships between disciplinary topics and ideas.  

Improving academic 

wriƟng 

GeneraƟve AI tools can be used to provide proofreading assistance allowing 

students to correct any grammaƟcal areas or shorten long sentences. It is 

important to ensure that any such usage is in line with relevant insƟtuƟonal 

codes of pracƟce relaƟng to third-party editorial assistance. 

Developing glossaries 

Students might be asked to use generaƟve AI tools to assist in the first instance 

with developing glossaries of key subject specific terms or ideas. These might be 

refined through further individual research or peer discussion and aligned to 

relevant published literature or other informaƟon sources. 

Computer coding 

GeneraƟve AI can assist with computer coding, either the development or de-

bugging of code, its documentaƟon, or translaƟng from one programming 

language to another. Instead of manually typing each line of code, a student 

might provide a generaƟve AI tool with a descripƟon of what they want the code 
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to do. This can help develop skills in precise prompƟng with students required to 

demonstrate how they have modified the AI generated code, and documented 

the output, to tackle a specific problem case.  

TranslaƟng content to 

different forms 

Students might be asked to use generaƟve AI tools to develop an iniƟal script for 

a video or podcast. Before recording, this could be refined to allow for a more 

subject-specific or localised context.  

GeneraƟng alternaƟve 

text for images 

AlternaƟve text conveys the content of an image in a non-visual manner via a 

textual descripƟon of what it presents. This is essenƟal for accessibility and to 

aid individuals who might be exploring a body of text but who do not have the 

ability to visually experience images contained within it. GeneraƟve AI tools 

might be used to iniƟally develop alternaƟve text which students can then 

refine; this helps develop their ability to communicate complex informaƟon in a 

concise and precise manner. 

Table 2: incorporating the use of generative AI tools into assessments.  

 

When allowing, or encouraging, students to use generaƟve AI tools within their 

assessments, either summaƟve or formaƟve, it is important to consider the issue of equity: 

that is all students should have equal access to equal tools. SubscripƟon versions of the 

current mainstream generaƟve AI tools perform, as expected, much beƩer than their free-

to-use counterparts. Academic staff should therefore require the use of the free versions of 

these technologies by all students, or beƩer, mandate the use of an insƟtuƟonally approved 

generaƟve AI tool which will oŌen be implemented in a more informaƟon-secure manner. 

This might be checked by requiring the inclusion of screenshots demonstraƟng the prompts 

used and the resulƟng response of the AI tool. 

 

The non-permiƩed use of generaƟve AI tools 

Where it is important to ensure that AI tools are not used within an assessment, addiƟonal 

mechanisms are required to protect the integrity of the assessment process from the 

unauthorised use of generaƟve AI technologies. Whilst examinaƟons will conƟnue to have 

an important role within assessment, an increased move to proctored unseen examinaƟons 

should not be seen as a proporƟonate part of the response, and as such their use needs to 
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be appropriately considered relaƟve to the learning outcomes being assessed. As French, 

Dickerson and Mulder (2023) note, “there is substanƟal evidence that examinaƟons cause 

elevated distress and anxiety...the proven adverse effects of examinaƟons on student mental 

health and wellbeing is concerning, as is the negaƟve impact of examinaƟon anxiety on 

student moƟvaƟon.” 

 

An alternaƟve approach might be to conduct assessments on campus in more informal 

seƫngs, but addiƟonally uƟlise technologies that restrict access to generaƟve AI tools. 

However, using such ‘blockers’ is unlikely to be effecƟve. Students can oŌen bypass their 

use, but more significantly, generaƟve AI tools are becoming increasingly embedded within a 

range of common soŌware and online technologies, some of which may be necessary as 

part of the assessment process. 

 

It is appropriate to menƟon here the use of generaƟve AI detecƟon tools, of which many are 

now adverƟsed, as these are unlikely to ever prove reliable at detecƟng AI-generated 

content. This reinforces the need to think carefully about assessment design. AI detecƟon 

tools work by using very large data sets, collected from a variety of sources, to predict the 

likelihood of certain words or phrases within a parƟcular passage of text. Many of the 

detecƟon tools are based upon machine learning classifiers, algorithms that automate the 

ordering or categorisaƟon of data into one or more ‘classes’. Perhaps the most common 

example is an email classifier that scans emails and filters them into the classes of ‘spam’ 

and ‘not spam’. Algorithms are used to determine paƩerns in the text, with the more highly 

predictable the next word relaƟve to the previous, the more likely the detecƟon tool to 

determine that it is AI generated. By considering an enƟre body of text and the paƩerns 

within it, the detecƟon tool reaches a conclusion based upon the content. However, in a 

real-world situaƟon, this approach does not always work well with the tools giving rise to 

both false-posiƟves (classifying human-authored text as machine-generated) and false-

negaƟves (classifying machine-generated text as human-authored).  

 

There are a growing number of studies that explore the effecƟveness of AI detecƟon tools 

and yield similar conclusions that these are not reliable in determining whether text-based 

content is AI-generated. Elkhatat, Elsaid and Elmeer (2023, p. 1) found that “AI detecƟon 
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tools were more accurate in idenƟfying content generated by GPT 3.5 than GPT 4. However, 

when applied to human-wriƩen control responses, the tools exhibited inconsistencies, 

producing false posiƟves and uncertain classificaƟons”. Weber-Wulff et al. (2023, p. 1), 

whose work also considered the commercial AI-generated text detecƟon systems of TurniƟn 

and PlagiarismCheck, concluded that “the available detecƟon tools are neither accurate nor 

reliable and have a main bias towards classifying the output as human-wriƩen rather than 

detecƟng AI-generated text” and furthermore “content obfuscaƟon techniques significantly 

worsen the performance of tools”. There is also increasing evidence that “GPT detectors 

frequently misclassify non-naƟve English wriƟng as AI generated, raising concerns about 

fairness and robustness” (Liang et al., 2023, p.1). 

 

The importance of good assessment design 

Although strategies for miƟgaƟng, or embracing, the developments of generaƟve AI tools 

upon assessments have been considered here, it is important to ensure that these are more 

broadly underpinned by principles of good assessment design. These include the need to 

ensure a holisƟc view of assessment across a programme rather than at a module level and 

that assessment strategies should be carefully designed to be inclusive for all learners. 

Varied assessment is naturally more inclusive: different methods of assessment may 

advantage or disadvantage different students or groups of students, and so offering variety 

allows every student the best possible chance to demonstrate their knowledge, skills and 

understanding. If implemenƟng assessment types that might iniƟally appear unfamiliar to 

students, they should have opportuniƟes to first engage with them in a formaƟve way; this 

includes tasks involving groupwork.  

 

SummaƟve assessment has a role in determining whether students have met the learning 

outcomes of their programmes. Yet whilst such assessment is important for helping students 

understand what they have learned, formaƟve assessments allow students to demonstrate 

the learning journey that they are on within a risk-free environment. Where effecƟve 

feedback is provided in a Ɵmely manner, students can use this to appraise and enhance their 

learning gain. It is therefore vital that when modifying assessments in response to generaƟve 

AI tools, this balance between assessment of learning, versus assessment for learning is at 



Education in Practice   Vol. 5, issue 1, July 2024 

34 
 

the forefront of consideraƟons, and that summaƟve assessment loads are reviewed to 

ensure they are proporƟonate and balanced. 
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